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♙ Inception in 

The Bazaar. 

♘ Prototyping 

in The Lab. 

♖ Validation in 

Innovation Pilots. 

Performance Augmentation seeks to bridge 

the dissociative gap between abstract 

knowledge and its practical application, 

researching radically new methods to connect 

knowing something ‘in principle’ to applying 

that knowledge ‘in practice’. 

                              

LooselyToons

The Big Picture
>>



“Almost 40 percent of global 
employment is exposed to AI“

“Model simulations suggest that, 
with high complementarity, 
higher-wage earners can expect a 
more-than-proportional increase 
in their labor income, leading to 
an increase in labor income 
inequality.”

– IMF, 2024



Grace, Salvatier, Dafoe, 

Zhang, Evans (2017)

When will AI 
exceed human 
performance? 

2024



Business Barometer 
June 2023
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Ages of Learning 
Technology
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Premise of 
embedded learning

Actively (co-)design 
memorable experienceInformation is 

a logical 
abstractor.

Support serendipity 
and exploratory 
discovery

But: mnemonic form 
cues recall

{⋮} ... .

deep learning requires 
‘disintermediation’

Facilitate self-
determination

Competence: 
potential for action

Experience determines 
level of performance 

= dissociative gap 
between knowledge and 
its practical application 

purposive?

<p>{}

deliberate 
practice



Embedded vs traditional learning
• Cued recall
• Context
• Multiple perspectives
• Multiple representations
• Memory palace
• Spatial cognition, 

participation oriented
• Learning by experience, 

learning by doing
• Embedded in practice

• Model based
• Explicit
• Comprehensive and 

absolute
• Single best representation
• Frame of reference
• Multimedia, communication 

oriented
• Learning by conversation, 

multimedia learning
• Dedicated learning space

Some Achievements
>>
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➔ More flexibility and autonomy needed
➔ Real-time support for joint crew training and 

joint authoring is needed 
➔ Enterprise-grade ‘embedded learning’ 

analytics needed (for predictive capability 
development) 

• Space is a pretty extreme environment
• Astronaut training of globally dispersed 

teams in classic mode takes too long
• Ground support from Earth not available 

or only available at specific timeframes

                              







Development Insights
1. Collaborative XR-

enhanced authoring:
Development of procedure and 
training materials in a collaborative 
environment (Metaverse) 

2. XR-enhanced live 
instructor support: 
Crew training with real time 
support by instructor

3. Demi-synchronous, AI-
enabled virtual instructor:
Crew training / operation 
with no real-time support





AI RAG ARCHITECTURE (Native RAG)
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PROPRIO-
CEPTION

ENVIRONMENT INTERACTION

EMBODIMENT

SPATIAL EMBEDDING SENSATION

MEMORY CONVERSATION

STT

TTS

RAG

LLM

PROMPTS

CONVERSATIONSLip-sync, facial 
expressions

Body-referenced 
gesture & 

movement

AI path 
navigation

Spatially-
referenced 

gestures & body 
movement

Interaction

Triggers

U-TURN

PROMPT

(GAZE)

AI-TURN
CHUNKS OF 

INFORMATION

e.g. co-speech, 
workout movement

e.g. deictic, 
transformational

e.g. follow user, 
move to spot

UPOSITION (POSE)

VISEMES

POSE/GESTURE

PROMPT

ORCHESTRATOR

POSITION



Huang, 2023; Huang & Wild, 2023; 
building on Mayer et al., 1995

>>



OpenXR
studios

Opening 2025

“The Open XR Studios and reality-based 
learning are the next logical place for The 
Open University to take digital education. 

This is a very exciting and innovative 
venture for us and we hope it will lead to 

significant collaboration opportunities 
within the education sector and more 

widely with public and private sectors.”

– Tim Blackman, 
Vice Chancellor
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World’s first Volumetric Shakespeare: The Open University 
with Yoom, DeMontford, King’s College, Cradle of English.



SHIFT
from EMBODIED to 

EMBEDDED cognition

Affect, empathy

Space

Proprioception

Body language

Facial expressions

KNOWHOW, 
KNOW WHAT 

AND
-> KNOW WHERE

>>
Gesticulation

Motor memory

Locations

Ergonomics

Interaction

Interaction

Conversational flow



Learning 
Affordances for 

Performance 
Augmentation

(Guest, 2024, p.132)



wild@open.ac.uk
@fwild@arvr.social
https://iet.open.ac.uk
https://pal.edtech.info
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Huang, 2023; 
Huang & Wild, to 
appear
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Huang, 2023; 
Huang & Wild, to 
appear
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